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Carry-over effects, sequential density
dependence and the dynamics of
populations in a seasonal environment
Gustavo S. Betini, Cortland K. Griswold and D. Ryan Norris

Department of Integrative Biology, University of Guelph, Guelph, Ontario, Canada N1G 2W1

Most animal populations have distinct breeding and non-breeding periods,
yet the implications of seasonality on population dynamics are not well
understood. Here, we introduce an experimental model system to study
the population dynamics of two important consequences of seasonality:
sequential density dependence and carry-over effects (COEs). Using a repli-
cated seasonal population of Drosophila, we placed individuals at four
densities in the non-breeding season and then, among those that survived,
placed them to breed at three different densities. We show that COEs arising
from variation in non-breeding density negatively impacts individual per-
formance by reducing per capita breeding output by 29–77%, implying
that non-lethal COEs can have a strong influence on population abundance.
We then parametrized a bi-seasonal population model from the experimen-
tal results, and show that both sequential density dependence and COEs can
stabilize long-term population dynamics and that COEs can reduce popu-
lation size at low intrinsic rates of growth. Our results have important
implications for predicting the successful colonization of new habitats, and
for understanding the long-term persistence of seasonal populations in a
wide range of taxa, including migratory organisms.

1. Introduction
One of the central problems in population biology, ecology and conservation is
to understand temporal fluctuations in population abundance. In seasonal
environments, where species have distinct breeding and non-breeding periods,
the dynamics of populations can be influenced by density-dependent mechan-
isms at multiple stages of the annual cycle. Such ‘sequential (or seasonal)
density dependence’ occurs when changes in population abundance in one
season influence vital rates the following season via density-dependent compen-
sation [1–4]. Although traditional population models often ignore seasonality
[5,6], theoretical and empirical work suggest that seasonality can have impor-
tant consequences for the dynamics of populations, e.g. by either stabilizing or
destabilizing population fluctuation [3,7–10].

Another mechanism that could arise from seasonality is a ‘carry-over effect’
(COE), which is an event or process that affects an individual in one season and
that continues to affect an individual’s success the following season [11,12]. For
example, observational and experimental evidence in both resident and
migratory animals suggest that events that induce individual variation in phys-
iological condition during the non-breeding period can explain a significant
amount of individual variation in the timing and success of reproduction the
following breeding period [13–17]. Despite the fact that several studies on
both resident and migratory animals provide evidence that COEs can shape
individual fitness [13,15–18], and that theoretical models suggest that they
can interact with sequential density dependence to influence population
dynamics [4,11,19], there is no empirical evidence that COEs influence
per capita rates or have an effect at the population level.

Although COEs have been traditionally linked to changes in habitat quality,
intraspecific density could also be a mechanism that drives COEs, whereby
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individuals that survive at high densities in one season could
be in poor physiological condition and have low success the
following season [4,12]. With sequential density dependence,
high density in the non-breeding season may result in low
density the following breeding season, and, consequently,
high per capita breeding output. If individuals are also experi-
encing a COE (i.e. are in poor physiological condition as
a result of being in high density the previous season), then
per capita breeding output could be even lower than expected
based on sequential density dependence. The interaction
between sequential density dependence and COEs can have
important consequences on the long-term dynamics of popu-
lations, because a delay in the response to density is usually
thought to destabilize dynamics [3,6], but if a COE interacts
with sequential density dependence to lower per capita breed-
ing output, then it is possible that dynamics would become
more stable because individuals would not achieve high
per capita breeding output. Thus, it is critical to separate the
effects of sequential density dependence from COE if we
want to understand the dynamics of populations in seasonal
environments [12].

Here, we develop a model system to investigate the role
of both sequential density dependence and COEs in a
seasonal population. We simulated seasonality in a non-
overlapping population of the common fruitfly (Drosophila
melanogaster) by manipulating the food medium to prevent
females from laying eggs during part of their life cycle and,
thus, creating a ‘non-breeding season’. Previous research on
Drosophila has shown that conspecific crowding can affect
survival [20] and may reduce energy reserves [21], which
could reduce fecundity. Therefore, to test if COEs could be
caused by density and influence vital rates the following
season, we first placed individuals at low, medium and
high densities during the non-breeding season, and then,
among those that survived, placed them at low, medium
and high densities during the breeding season. Thus, individ-
uals that survived the non-breeding season, and could
potentially experience negative COEs, were used to establish
all four breeding densities. This full factorial design allowed
us to control for sequential density-dependence effects to
examine how the variation in non-breeding density produced
individual-based, non-lethal residual effects on breeding
output the following season, and how this might interact
with density dependence during the breeding season.
We then parametrized a Ricker model for each season (i.e.
one density dependence function for the breeding and one
for the non-breeding season) and then modified this model
to include COEs, as determined from our experimental
results. These models allowed us to investigate how sequen-
tial density dependence and COEs influenced long-term
population fluctuations.

2. Material and methods
(a) Experimental system
We used D. melanogaster from an outbred population collected in
Dahomey (now Benin) in 1970, which has since been maintained
in cage culture at 258C. To simulate seasonality in populations
with non-overlapping generations, we changed food quality to
generate two distinct ‘seasons’. During the ‘breeding season’,
flies were allowed to lay eggs for 24 h in a dead yeast–agar–
sugar medium (1000 ml H2O, 100 g sucrose, 50 g Fleischmann’s

yeast, 16 g agar, 8 g C4H4KNaO6, 1 g KH2PO4, 0.5 g NaCl,
0.5 g MgCl2, 0.5 g CaCl2, 0.5 g Fe2(SO4)3), then adults were dis-
carded, and larvae were allowed to mature to adults. During
the ‘non-breeding season’, adults were placed in an empty vial
with a pipette tip containing 0.200 ml of 5 per cent water–
sugar solution per day, for 4 days, which prevented females
from producing eggs [22,23]. Oviposition resumed within less
than 12 h when flies were placed back on a protein-rich food
[23]. During all experiments, flies were kept at 258C, 12 L : 12 D
cycles, and humidity was between 30 and 50 per cent. The
same sized vial (28 ! 95 mm) was used for both seasons.

(b) Carry-over effect experiment
To separate COEs from sequential density dependence, we first
placed flies in the non-breeding season in three different
densities and then moved the survivors into four different breed-
ing densities. For the non-breeding season, we used flies between
1 and 6 days old randomly selected from the stock popula-
tion, lightly anaesthetized with CO2, and placed them in vials
at low, medium and high density (20, 180 and 300, respecti-
vely). After 4 days in the non-breeding season, we sexed and
moved the remaining flies to vials with regular food to breed
at low, medium and high densities (figure 1). For breeding
density ¼ 2, we used 20, 20 and 10 replicates for each of the
three non-breeding densities (i.e. 20, 180 and 300, respectively).
For breeding density ¼ 10, samples sizes for replicates were 26,
20 and 28; for breeding density ¼ 80, the replicates were 10, 10
and 8 and for breeding density ¼ 180, 8, 10 and 10. It is impor-
tant to note that, because all flies in the non-breeding season
were sampled at random from the stock population and received
the same amount of food, and because we controlled for breed-
ing density, any potential effect of the non-breeding density on
the per capita breeding output could only be attributable to
non-lethal COEs related to individuals originating from different
non-breeding densities.

non-breeding breeding 

density 

0.2 ml  
water/sugar 

10 ml  
regular food 

density 

20

180

300

2

10

80

180

Figure 1. Schematic of the experimental setup to simulate seasonality in
D. melanogaster populations. Flies spent 4 days in the non-breeding
season at different densities (20, 180 and 300 flies per vial, respectively),
and those that survived where transferred to vials with protein-rich food
to lay eggs for 24 h at different breeding densities (2, 10, 80 and 180
flies per vial).
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(c) Sequential density dependence and carry-over effect
models

To investigate how sequential density dependence and COE could
potentially affect long-term population fluctuation, we used a
simple Ricker model with season-specific parameters [6,8]. We
chose the Ricker model because it has been used in the past to
describe laboratory populations of Drosophila [24,25]. We let Xt be
the population size at the end of the breeding season at generation
t, and Yt be the population size at the end of the non-breeding
season at generation t. The population size at the end of the
breeding season in generation tþ 1 was predicted by the equation:

Xtþ1 ¼ Yterbð1%Yt=KbÞ; ð2:1Þ

and the population size at the end of the non-breeding season in
generation tþ 1 was predicated by:

Ytþ1 ¼ Xtþ1ernbð1%Xtþ1=KnbÞ; ð2:2Þ

where rb and Kb are the breeding season maximum growth of rate
and carrying capacity, respectively, and rnb and Knb are the non-
breeding season maximum growth of rate and carrying capacity,
respectively. We estimated ri and Ki (i [ {b, nb}) for both seasons
with two input–output experiments. For the breeding season,
flies between 1 and 6 days old from the stock population were
sexed, counted and allowed to lay eggs for 24 h in a dead yeast–
agar–sugar. Adults were then discarded, and larvae were allowed
to mature to adults. Adults were sexed and counted daily until all
individuals emerged. For this experiment, we used seven different
breeding densities (2, 10, 20, 40, 80, 160 and 320, 50 : 50 sex ratio),
with 10 replicates for each density. For the non-breeding season,
flies from the stock population were placed in vials with the
water and sugar concentration for 4 days at five different densities
(20, 100, 180, 240 and 300). Number of replicates for the non-
breeding season was 80, 10, 24, 9 and 9, respectively. To estimate
rb2Kb and rnb2Knb from our data, we fit a regression line to ln
(Xt þ 1/Yt) and ln (Yt þ 1/Xt þ 1), respectively, as a function of popu-
lation density in the previous season. The y-intercept is r, and K is
the negative intercept divided by the slope [6].

To examine the influence of a COE linked to density in the pre-
vious season, we let the per capita breeding output be a function of
density at the beginning of the previous non-breeding season,
which was determined with our COE experiment in a similar
way we estimated the parameters for equations (2.1) and (2.2); we
fit a regression line to the relationship between per capita breeding
output ln (Xt þ 1/Yt) and density at beginning of the non-breeding
season Xt only for flies that bred at density¼ 10, and spent the
non-breeding density at three different densities (low, medium
and high). We forced the intercept to be rb (as estimated above,
table 1), because we sought to isolate the effect of the COE. It is
important to use density at the beginning of the non-breeding

season to estimate the strength of COE, because we hypothesized
that high non-breeding densities would affect individual condi-
tion in the non-breeding season and carry-over to influence vital
rates in the next season. We used breeding density¼ 10 to parame-
trize the COE model, because flies at this density were effectively
released from density dependence effects. We then replaced rb in
(2.1) with the COE regression function (see below).

We used the sequential density-dependence model (equations
(2.1) and (2.2)) to first examine the effects of seasonality on popu-
lation dynamics in the absence of COEs. We projected the
population to equilibrium over a range of rb values using bifur-
cation plots, which represent a classical way in nonlinear analysis
to investigate the emergence of cycles as a function of some par-
ameter. We then used the COE function to understand if and
how COE influenced the long-term population dynamics.

(d) Statistical analysis
We investigated the effect of density during the breeding and
non-breeding season on the per capita breeding output from
each treatment with a factorial ANOVA with the density
during the breeding and non-breeding season, and their inter-
action, as explanatory variables. We then used a Tukey honest
significance difference (HSD) test to investigate the differences
between treatment pairs. All analyses were conducted in R [26].

3. Results
(a) Carry-over effect experiment
Therewas a significant interaction between non-breeding (which
produced the non-lethal COE) and breeding density (F6,158 ¼
3.47, p¼ 0.003; figure 2): non-breeding density caused a decrease
in per capita breeding output at breeding density 2 (F2,53 ¼ 6.81,
p¼ 0.002), 10 (F2,47 ¼ 22.18, p, 0.001), 80 (F2,33 ¼ 20.51, p,
0.001), but not at 180 (F2,25 ¼ 2.37, p¼ 0.11, figure 2). For flies
that bred at breeding density 2, the decrease in reproductive
output caused by the non-breeding density was 39 per cent
and 51 per cent for medium and high non-breeding density,
respectively (figure 2). For breeding density 10, the decrease
was 29 and 77 per cent, and for breeding density 80, it was 29
and 54 per cent (figure 2).

(b) Sequential density dependence and carry-over
effect models

As expected, our input–output experiment suggested that
density in the breeding season decreased per capita breeding

Table 1. Parameters values estimated with experiment results and used in the breeding, non-breeding and the carry-over effect (COE) from the non-breeding
season to the breeding season. Note that in the COE model, the intercept was forced to be 2.24. s.e. represents standard errors and R2 is the adjusted R2.

model estimate s.e. t-value p-value R2

breeding

intercept 2.24 0.11 21.19 ,0.001 0.76

slope 20.01 7.56 ! 1024 214.78 ,0.001

non-breeding

intercept 25.68 ! 1022 1.19 ! 1022 24.76 ,0.001 0.30

slope 26.72 ! 1024 9.17 ! 1025 27.33 ,0.001

COE

slope 23.10 ! 1023 4.38 ! 1024 27.07 ,0.001 0.50
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output (table 1 and figure 3a). In the non-breeding season,
density significantly decreased survival (table 1 and figure 3b).
Non-breedingdensity had a significant effect on per capita breed-
ing output when flies bred at density 10 (table 1 and figure 3c).
Furthermore, because per capita reproductive success was a
linear function of non-breeding density (figure 3c), the COE
can be described by the following function:

rb % aXt; ð2:3Þ

where a is the parameter to be estimated. aXt represents the
magnitude of the COE, and rb is as defined before. In principle,
equation (2.3) can be negative for large values of Xt, but for our
analysisparameterestimateswere such that this didnot occur. In
other systems, it may be necessary for equation (2.3) to be non-
linear, such that it asymptotes at a minimum growth rate for
large values of Xt. Replacing rb in (2.1) for (2.3) introduces the
COE into the Ricker model.

Xtþ1 ¼ Yteðrb%aXtÞð1%Yt=KbÞ: ð2:4Þ

Using this model, over one generation, the values predicted
by equation (2.4) explained approximately 83 per cent of
the variation of the observed values from the experiment
(b ¼ 0.82, s.e. ¼ 0.11, t ¼ 7.45, d.f. ¼ 10, p, 0.001). To predict
population dynamics under influence of COE, we replaced
equation (2.1) for equation (2.4) and estimated the number of
individuals at the end of the breeding season for several genera-
tions. The COE model qualitatively incorporates the interaction
between non-breeding and breeding density, as observed in
the experiment (figure 2), such that per capita rates converge
across non-breeding densities as the density in the breeding
season increases.

(c) Long-term effects of sequential density dependence
and carry-over effect

The bi-seasonal model with only sequential density depen-
dence (equations (2.1) and (2.2)) produced more stable

dynamics than the simple Ricker model without seasonality
by displacing to a larger value the intrinsic growth of rate
(rb) at which unstable dynamics are observed (figure 4a,b).
COEs (equations (2.4) and (2.2)) further stabilized population
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Figure 2. The effect of density during the non-breeding season (white bar,
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Figure 3. Per capita (a) breeding output (log-transformed) as a function of
breeding density for D. melanogaster that bred at 2, 10, 20, 40, 80, 180 and
320 densities (50 : 50 sex ratio), (b) survival ( fraction of adults that survived
the non-breeding season) as a function of non-breeding density and
(c) breeding output for flies that bred at density ¼ 10, and spent the non-
breeding season at 20, 180 and 300 flies per vial. The solid line represents
the least square regression that was used to parametrize the bi-seasonal
model (equations (2.1) and (2.2) in the text) and the carry-over effect
model (equation (2.3)). Parameters are presented in table 1.
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dynamics (figure 4c) when compared with dynamics of a
seasonal model without COEs (figure 4b).

4. Discussion
Although previous studies have shown that COEs can influ-
ence reproductive success at the individual level [14,15,18,27],
we provide the first empirical evidence that COEs can have a
significant effect on the per capita rates of population. In a
recent study [17], greater snow geese (Anser caerulescens
atlanticus) kept in captivity during the migratory period
experienced a decrease in reproductive success between 45
and 71 per cent the following season and that this was
likely caused by stress. We found that COEs caused by
medium and high non-breeding density treatments resulted
in a decrease in per capita reproductive output between 29
and 77 per cent relative to the low non-breeding density treat-
ment. However, we also found a significant interaction
between non-breeding season density and breeding density,
suggesting that, as density during the breeding season
approached carrying-capacity, decreases in per capita breed-
ing output could be attributed almost exclusively to density
dependence during the breeding season. Importantly, when

a linear COE term was incorporated into a simple bi-seasonal
Ricker model, we also observed this interaction between
non-breeding and breeding density. Previous studies have
proposed that COE and sequential density dependence are
likely to interact to affect population dynamics [12,19]. How-
ever, separating these phenomena in the field is extremely
challenging. The model system we have developed here pro-
vides a key link between theory and empirical data for
understanding the dynamics of seasonal populations.

Previous studies have linked COEs with variation in
social status [27–30] and habitat quality [15,31]. We provide
the first empirical evidence that COEs can be driven by vari-
ation in conspecific density during the previous season.
Variation in density could be a common mechanism driving
COEs in wild populations given that several studies have
shown that the condition of individuals within a season
may be compromised at high densities [32–35].

Flies that suffered strong COEs did not increase per capita
breeding output at low breeding densities as expected under
a pure sequential density-dependence model. Although density
dependence is a fundamental concept in ecological theory, it is
not clear why it is usually difficult to detect in natural popu-
lations [36–38]. Our results suggest that COEs caused by
density in one season could change the relationship between
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per capita breeding output and density in the following season,
thus masking the positive effects of density dependence.
Indeed, our COE model that incorporates the decrease in the
maximum growth of rate caused by high non-breeding den-
sities showed that cyclic and/or chaotic dynamics that are
driven by high intrinsic growth rates are not likely to happen.
This stabilizing effect of COE caused by density is expected
to be stronger in populations that experience large differences
in population size between seasons. Thus, it would be interest-
ing to investigate how processes that enhance population size
asymmetries between seasons (such as migratory mortality
and hunting) affect the stability of populations.

How can we reconcile our results that suggest stabilizing
properties of COEs with the idea that delayed density-
dependence mechanisms usually destabilize population
dynamics [39–41]? Theoretical studies on maternal effects
have shown that when fecundity is negatively affected by
past generations, extreme values of population size are not
likely to happen, resulting in a more stable system [42]. Simi-
larly, we showed that COE caused by high density in the
previous season results in low growth rates, which is likely to
stabilize population dynamics. These results taken together
suggest that even populations under strong effect of delayed
density-dependencemechanism can be stable. Itwould be inter-
esting to investigate if our results hold true for a wider range of
situations, e.g. increasing model complexity and stochasticity
[9,41,42]. Nevertheless, we provide evidence that COE can
potentially change the long-term dynamic of populations, and
this result seems to be a common property of COEs.

Our simulations indicate that population equilibrium
size decreased up to 30 per cent at low intrinsic growth rates
compared with the value obtained for populations with only
sequential density dependence, suggesting that COEs linked
to density can potentially reduce population size. Previous
studies have also found that COEs can decrease population
equilibrium size [4,11], which support the idea that failing to
incorporate COEs into population models could potentially
overestimate population size.

If COEs are linked to density the previous season, then
individuals colonizing new areas may not be ‘released’
from density-dependent effects, because individual condition
could carry-over to compromise performance. This might be
particularly important when trying to understand dynamics
of metapopulations where dispersal to ‘sink’ areas can
occur more frequently from high density at ‘source’ areas
[43]. Models that do not include COEs might overestimate
colonization rates and lead to inaccurate predictions about
the effects of dispersal on metapopulation dynamics.

COEs also have important implications for applied biological
control. A common strategy to control pests or invasive species is
to release potential predators in the field that were reared at high
density in the laboratory [44]. COEs might decrease the prob-
ability of success of these programmes, because individuals
reared at high densities could experience high levels of COEs
and thus have lower breeding success evenwhen density depen-
dence is weak. We believe that rearing density should be
included as a new variable in quality control of mass rearing.

The lack of positive density-dependent effects at low popu-
lation size also has important implications for understanding
the evolution of migration. Migratory species are generally
thought of as arising from partially migratory populations,
where migratory and resident individuals share a single site
during one period of the annual cycle [45]. Models predict

that the evolution of migration is primarily driven by a release
from density dependence [46,47], but COEs linked to density
may dampen these positive effects and lower the likelihood
of the development of a completely migratory system.

Although we show how density in one season can have
non-lethal effects on individuals the following season, the
model developed here can also be modified to include COE
caused by any other mechanism. For example, if COE is
caused by variation in habitat quality during the non-breeding
season, then the maximum growth rate could be a function of
the habitat quality in the non-breeding season. The relation-
ship between habitat quality in one season and per capita
breeding in the following season that is needed to parametrize
the model could be established experimentally [12]. Thus, our
model can be generalized and used for any kind of situation
where changes in the growth rate between seasons are
expected, although COE caused by habitat quality might not
have the same stabilizing force compared with COE caused
by density in the previous season.

Previous studies have found that sequential density depen-
dence can have an either stabilizing or destabilizing effect on
population dynamics [3,7–10], but our results suggest that
sequential density dependence arising from seasonality will
result in more stable dynamics compared with an aseasonal
model.Onepossible reason for thismight be thewayseasonality
has been simulated. Previous studies usually treated seasona-
lity as a change in resource availability overtime [48], with
individuals having the opportunity to breed in all seasons. By
contrast, our experimental systemwas designed to have twodis-
tinct periods, one where individuals breed and the other when
they can only die. Because mortality during the non-breeding
period is density-dependent, the population by the end of
each non-breeding season tends to bemore similar across gener-
ations. As a consequence, the population at the beginning of
each breeding season will also be more similar across gener-
ations, creating a more stable system than a system governed
exclusively by breeding density dependence, where strong
density-dependence feedbacks might dominate. This scenario
might be comparable with the results in [3] and [8], where
small amounts of seasonality in very productive environments
stabilize dynamics. Nevertheless, distinct breeding and non-
breeding periods are common in nature, particularly among
vertebrates and in almost all temperate breeding species.

Given the importance of density-dependent processes reg-
ulating populations [5,6,37] and the role of individual
condition mediating fitness within seasons [13], our results
are applicable to a wide range of plants and animals. Our
study suggests that it is critical to understand how events
throughout the annual cycle interact to influence population
dynamics, including how non-lethal, condition-mediated
COEs that occur at the individual level affect population-level
per capita rates. These results may help explain why density
dependence is usually weak or difficult to detect in natural
populations [37], and provide a newmechanism to help explain
why populations do not show unstable dynamics that are
predicted by simpler population models [5].
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